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Abstract

Recent advances in generative artificial intelligence (AI) have acceler-
ated the spread of Al-generated images on social platforms, particularly
in disaster-related misinformation. Such visual content can mislead the
public and amplify social panic. However, traditional image forensic tech-
niques show limited robustness when facing diverse generative models and
post-processing operations.

This study proposes a lightweight detection approach that combines
CLIP visual embedding with a logistic regression classifier to distinguish
real disaster images from Al-generated ones. Experiments on a disaster-
domain dataset demonstrate that the proposed method achieves approxi-
mately 98% accuracy and shows clear linear separability in feature visual-
ization. The results indicate that CLIP features are highly discriminative
even under small-sample conditions, providing a practical foundation for
multimodal fake news verification.

Keywords : Al-Generated Images, CLIP, Fake News Verification,
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1 Introduction

The rapid development of generative AI, particularly diffusion models such
as Stable Diffusion and Midjourney, has resulted in a growing volume of Al-
generated images circulating on social platforms and news media. Unlike tex-
tual misinformation, visual misinformation tends to spread faster and provoke
stronger emotional reactions, especially during disaster events, where photore-
alistic images can easily mislead the public and amplify social anxiety . Inter-
national fact-checking organizations have repeatedly emphasized that disaster-
related visual content is among the most problematic categories of misinforma-
tion due to its realism and emotional intensity [1][2]. These concerns highlight
the need for reliable detection of Al-generated disaster images as part of fake-
news verification.
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Traditional image forensic techniques rely on pixel- or frequency-domain
features, including noise inconsistency analysis and artifact inspection [3][4].
However, previous work has shown that these handcrafted cues lack robust-
ness across generative models and degrade significantly under common post-
processing operations such as compression or scaling [5][6]. To overcome these
limitations, recent studies have shifted toward feature-based detection using
pretrained models. In particular, CLIP has demonstrated strong cross-domain
transferability and robustness, with Cozzolino et al. reporting over 90% AUC
even when trained on small (1k) datasets and under compression or geometric
distortions [8]. At the same time, lightweight linear models such as logistic re-
gression have been shown to offer stable and computationally efficient inference
in resource-constrained scenarios, making them suitable for practical security
or verification tasks [9]. These findings suggest that high-level semantic fea-
tures extracted by CLIP may already encode discriminative differences between
real and synthetic imagery, allowing effective classification with simple linear
decision boundaries.

Although previous studies have demonstrated the effectiveness of CLIP em-
beddings and lightweight linear classifiers, several gaps remain unaddressed. Ex-
isting CLIP-based detectors are typically evaluated on general or multi-domain
datasets, and it is unclear whether their conclusions hold in disaster-specific
scenarios, where visual patterns tend to be more concentrated and emotionally
charged. Moreover, prior work has not fully examined the stability of lightweight
classifiers under realistic perturbations such as social-media compression or noise
contamination. These limitations suggest that the practical viability of CLIP-
based lightweight detection methods in disaster-related misinformation remains
insufficiently explored.

Motivated by these observations, this study investigates whether high-level
CLIP visual features, combined with a logistic regression classifier, can pro-
vide reliable discrimination between real and Al-generated disaster images even
under limited data conditions. Our approach evaluates both class separability
and robustness by analyzing model behavior under clean, Gaussian-noisy, and
JPEG-compressed inputs. By focusing on semantic embeddings and a simple
linear decision boundary, this work aims to fill the methodological gap between
general CLIP-based detectors and real-world disaster-oriented fake-news verifi-
cation, providing an efficient and deployable baseline model.

2 Methodology

2.1 Dataset Construction

The real disaster images in this study were collected from open-source fire
datasets such as the Kaggle Fire Dataset, resulting in approximately 1,000 real
samples. Al-generated images were produced using text-to-image diffusion mod-
els. Stable Diffusion v1.5 was first employed with a unified news-style prompt,
but the outputs showed structural and texture distortions in complex scenes. To
improve realism, Realistic Vision v5 and Photorealistic_ XL _v1.0 were adopted,
yielding more consistent building geometry, object shapes, and lighting.
Prompts were refined with “realistic” “photo” and “news photo” and sam-
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pling parameters were tuned to increase diversity while maintaining a news-
photography style. All generated images were manually screened, and low-
quality or semantically inconsistent samples were removed. The final dataset
consists of 1,500 synthetic and about 1,500 real images, resized to 512x512 and
split into training and test sets with a 7:3 ratio.

2.2 Feature Extraction (CLIP Visual Embedding)

The CLIP ViT-B/32 model is used to extract visual embeddings. CLIP learns a
joint image—text representation through contrastive training and provides strong
transferability for downstream recognition tasks . Each image is processed by
the CLIP visual encoder to obtain a 512-dimensional embedding, which is nor-
malized and then used as input to the classifier. These global semantic fea-
tures enable effective discrimination between real and Al-generated disaster
images.This study uses the CLIP ViT-B/32 model to extract image feature
vectors. CLIP learns a shared embedding space through contrastive learning
between images and text, and its visual encoder has been proven to possess
strong transferability in large-scale semantic alignment tasks [7][8].

Each image is input into the CLIP visual encoder to obtain a 512-dimensional
embedding vector, which is then normalized and fed into the classifier for train-
ing. Since disaster images generally exhibit relatively consistent composition
and color tone, the global features extracted by CLIP can effectively capture
semantic differences, thereby distinguishing between real and Al-generated im-
ages.

2.3 Classifier Selection: Logistic Regression

Logistic regression is adopted as a lightweight and stable classifier in this study.
Compared with support vector machines (SVMs) or deep neural networks (DNNs),
logistic regression offers a simpler model structure and a more stable optimiza-
tion process, especially when the features are linearly or approximately linearly
separable [10][11]. The model takes the 512-dimensional CLIP embedding xas
input and outputs the probability that an image belongs to the Al-generated
class, defined as

d

y=o ija:j+b (1)
j=1

o) = 2)

Here, w and b denote the weight vector and bias term, respectively. The
model output y € (0, 1) is interpreted using a threshold of 0.5, and the param-
eters are trained using the standard cross-entropy loss.

A further advantage of logistic regression is its ease of deployment. The
model contains few parameters, enables fast inference on CPUs or mobile de-
vices, and avoids the computational and memory overhead associated with
kernel-based SVMs or DNNs. This makes it suitable for practical fake-news
verification scenarios where efficiency and lightweight operation are essential.
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3 Experiments and Results

3.1 Experimental Setup

All experiments were conducted in a Windows environment equipped with an
NVIDIA RTX 2060 GPU. All implementations were based on the PyTorch
framework, and the CLIP ViT-B/32 model (pretrained weights: laion2b_s34b_b79k)
was used to extract 512-dimensional visual embeddings.

The dataset was divided into training and test sets with a 7:3 ratio, and
Stratified 5-Fold Cross Validation was applied to evaluate the robustness of
the classifier. The logistic regression model was optimized using the LBFGS
algorithm with a regularization parameter of C = 1.0 and a maximum of 5000
iterations. All experiments were repeated five times under the same settings,
and the average value was reported as the final result.

To further verify the robustness of the model, two types of noise were intro-
duced during the testing phase:

(a) JPEG compression noise (compression quality = 50)
(b) Gaussian noise (standard deviation o = 5)

Under identical settings, CLIP features were extracted from both clean and
noise-added images for classification.

3.2 Experimental Results

On the dataset containing 1,500 real and 1,500 Al-generated disaster images,
the proposed CLIP + Logistic Regression model achieved an accuracy of 98%
on the test set.

Table 1: Performance of the CLIP + Logistic Regression model on the test set.

Classification Precision Recall Fl-score
Real 0.99 0.97 0.98
Al 0.97 0.99 0.98
Accuracy 0.982

The PCA visualization (Figure 1) shows two clearly separated clusters, in-
dicating strong linear separability of CLIP embeddings. The confusion matrix
(Figure 2) further confirms that the model maintains high precision and recall
for both classes.
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Figure 1: PCA scatter plot
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Figure 2: Confusion matrix

Following the experimental design of Cozzolino et al. [8], who showed that
CLIP-based detectors trained on small datasets (1k) can approach the perfor-
mance of 10k-scale training, this study adopted a similar configuration and
achieved 98% accuracy on a domain-specific disaster dataset. This suggests
that CLIP features remain highly discriminative even with limited data, likely
because disaster images exhibit concentrated scene characteristics that enhance
separability.
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Table 2: Comparison of different CLIP-based classifiers.

Model Dataset Classifier = Result
CLIP + SVM

. » General
(Raising the Bar [8], N=1k) (Eulidered SVM 0.90
CLIP + Logistic Regression
(Ours) Disaster-domain ~ LogReg 0.98

To evaluate robustness, JPEG compression noise and Gaussian noise were
added during testing.

As shown in Figure 3, the model maintained almost identical performance
between the clean and Gaussian conditions (98.2% vs. 98.1%), indicating strong
stability against mild noise. JPEG compression, however, caused a larger re-
duction to 90.1%. A comparison between Gaussian and JPEG further shows
that compression artifacts are significantly more disruptive than random noise.
Overall, the model exhibits practical robustness, while performance under com-
pression remains the main limitation.

Model Robustness under Different Noise Conditions

1.00
0.982 0.981

Ciean JPEG Noise Gaussian Noise

Figure 3: Model robustness under different noise conditions.

4 Concluding Remarks

The experimental results show that CLIP features provide strong linear sepa-
rability for disaster-related image detection. Even with limited data, the lo-
gistic regression classifier achieves high accuracy, confirming the effectiveness
of lightweight linear models compared with more complex approaches such as
SVMs or DNNs. The PCA visualization further illustrates that CLIP embed-
dings naturally form two well-separated clusters with only a small number of
boundary errors, indicating that the model captures semantic-level differences
rather than relying solely on low-level artifacts.

In addition, the comparison with the CLIP-based detector of Cozzolino et
al. suggests that domain-specific disaster imagery enhances feature consistency.
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This allows CLIP embeddings to remain highly discriminative even under small-
sample conditions, contributing to the strong performance observed in this
study.

Overall, the results demonstrate that the proposed CLIP + Logistic Regres-
sion method is both effective and stable for identifying Al-generated disaster im-
ages. Future work will include expanding the dataset, evaluating cross-disaster
generalizability, and incorporating textual information toward a unified multi-
modal fake-news detection framework.
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